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Abstract—The aim of this paper is to fully analyze the effects of free 

space optical (FSO) communication links on the estimation performance 
of the adaptive incremental networks. The FSO links in this paper are 
described with two turbulence models namely the Log-normal and 
Gamma-Gamma distributions. In order to investigate the impact of 
these models we produced the link coefficients using these distributions 
and assumed that the network is exchanging data between the nodes 
that are contaminated with these coefficients. Firstly, by the FSO link 
assumption, we performed the theoretical analysis for the steady-state 
performance of the adaptive network and driven closed-form relations 
explaining the link impacts. Secondly, we performed simulation results 
for Log-normal and Gamma-Gamma link conditions and presented 
various results for different levels of turbulence. Finally, we compared 
the theoretical and analytical results showing a close agreement between 
these two findings. The results are presented by the means of mean 
square deviation (MSD) and excess mean square error (EMSE) values.   

Index Terms— FSO links, adaptive networks, incremental LMS (ILMS), 

distributed strategies, Log-normal and Gamma-Gamma distributions. 

 

I. INTRODUCTION 

The incremental adaptive networks are the first distributed strategies that have been introduced to 

overcome the deficiencies of the centralized networks [1, 2]. These networks need the lowest amount 

of communication between nodes and therefore the lowest amount of communication in order to 

estimate a desired value. The performance of incremental networks first has been analyzed with ideal 

radio frequency (RF) links in [2] and [3]. Then, in [4], these networks have been considered with 

noisy links. It has been shown that the noisy link, which is a practical assumption in real-world 

applications, can degrade the performance of networks. Next in [1] these networks have been 

considered in fading channel conditions. The famous Rayleigh fading channel has been introduced to 

the incremental networks and the link coefficients between nodes have been assumed to follow the 

Rayleigh distribution. In recent years, however, the advancement of free space optical (FSO) 

communication appliances, that use visible light rays instead of radio waves, made this technology 

applicable to almost all communication systems. Wireless sensor networks and their specific relative  
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where the ܯ ൈ 1 unknown weight vector ࢝௢ ൌ ሾݓ௢ሺ1ሻ, ,௢ሺ2ሻݓ … ,  ሻሿ்is the main goal in theܯ௢ሺݓ

estimation process of the network. This goal can be achieved by the following minimization: 

࢝min݃ݎܽ            ቀ∑ ࡱ ቂห݀௞,௜ െ ห࢝௞,௜࢛
ଶ
ቃே

௞ୀଵ ቁ          (2) 

In this case, the answer is: 

௢࢝              ൌ ൫∑ ௞,࢛ࡾ
ே
௞ୀଵ ൯

ିଵ
൫∑ ௞,࢛ௗࢉ

ே
௞ୀଵ ൯                       (3) 

where ࢛ࡾ,௞ ൌ ௞,௜࢛ൣࡱ
∗ ௞,࢛ௗࢉ ௞,௜൧ and࢛ ൌ ௞,௜࢛௞,௜݀ൣࡱ

∗ ൧ are the regression input covariance matrix and the 

input- measurement cross-covariance vector respectively. Also, we consider the regression inputs and 

observation noise variables follow the Gaussian distribution and therefore their covariance matrices 

become ࢛ࡾ,௞ ൌ ௞,࢜ࡾ and ࡵ௨ଶߪ ൌ ܯ represents the ࡵ where the ࡵ௩ଶߪ ൈܯ unit matrix. As the exact 

values of ࢛ࡾ,௞ and ࢉௗ࢛,௞ are not available in most cases, the aim of the network is to converge to the 

 ௢ gradually using the distributed adaptive methods. In incremental strategy, each node ݇ shares its࢝

local estimation of weight vector with its immediate neighbor ݇ ൅ 1 and plays as the initial estimation 

for the next node. The incremental LMS (ILMS) algorithm is given as [8]: 

For each time ݅ ൒ 0 repeat: 

                 ቊ
଴,௜࣒ ՚ 																																																ே,௜ିଵ࢝

௞,௜࣒ ൌ ௞ିଵ,௜࣒ ൅ ௞,௜࢛௞ߤ
∗ ൫݀௞,௜ െ ௞ିଵ,௜൯࣒௞,௜࢛

                         (4) 

where ߤ௞ is the step-size. In this strategy, ࣒௞,௜ is the local estimation of unknown weight vector at 

iteration ݅ on the node ݇. For each iteration and each node, the computational complexity of the ILMS 

algorithm is 2ܯ ൅ 1 multiplications and 2ܯ additions for real-valued data and 8ܯ ൅ 2 

multiplications and 8ܯ additions for complex-valued data where ܯ is the size of the optimum weight 

vector ࢝௢ which is 4 in this paper. For other algorithms and other network topologies, these values 

might be different [24]. 

 

A. Considering the FSO channel 

Implementing wireless sensor networks using wireless optical communication technology has 

various benefits including the secure communication and using unregistered bandwidth. However, 

when we assume that the incremental network work through FSO channels as in Figure 3, the shared 

local estimation of the previous node is not exactly the same and is contaminated with channel noise 

and irradiance: 

Therefore, the received local estimation by node ݇ would be: 

௞,௜࢘                         ൌ ௞ିଵ,௜࣒௞,௜ܫ ൅  ௞,௜                       (5)ࢗ

in this relation ܫ௞,௜ are the channel irradiance coefficients with mean ݉௞ ൌ  ௞,௜൧ and second orderܫൣࡱ

moment ݏ௞ ൌ ௞,௜ܫൣࡱ
ଶ ൧  and ࢗ௞,௜ denotes the ܯ ൈ 1 channel noise vector with the covariance matrix 

௞ࡽ ൌ  :With this assumption, the updating relation of ILMS algorithm changes to .ࡵ௖ଶߪ	

௞,௜࣒               ൌ ௞,௜࢘ ൅ ௞,௜࢛௞ߤ
∗ ൫݀௞,௜ െ  ௞,௜൯               (6)࢘௞,௜࢛
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Table. I. The statistical values of the Log-normal channel. 

For Log-normal model 

௟ߪ
ଶ ࡱ ߤሾܫሿ ൌ ݉௞ ࡱሾܫଶሿ ൌ  ௞ݏ

0.1 -0.005 1 1.01 

0.2 -0.02 1 1.04 

0.5 -0.125 1 1.284 

0.8 -0.32 1 1.896 

 

 

where ߪ௟
ଶ ൌ ௡ଶ݇ܥ1.23

଻
଺ൗ ௣ܮ

ଵଵ
଺ൗ  is the log irradiance variance for a plane wave and the experiments 

showed that it usually takes the values of 0.1, 0.2, 0.5 and 0.8. For these values, the PDF of this 

distribution is shown in Fig. 4, [6]. Also, we have ߤ ൌ െఙ೗
మ

ଶ
. 

In [1] it was expressed that the most important characteristics of the channel model that affects the 

network performance are the mean and second order moment. Therefore, for the presented ߪ௟
ଶ values 

we calculate these statistical characteristics and showed the results in Table. I. 

The increase in the ߪ௟
ଶ value, makes the channel coefficients to fluctuate more and this causes the 

increase in turbulence level.  

C. The Gamma-Gamma channel model 

In this section, we introduce the Gamma-Gamma distribution that can model all the FSO channel 

turbulence levels from weak to strong. in the Gamma-Gamma distribution, the channel coefficients 

are generated from the multiplication of two Gamma variables [6]: 

ܫ            ൌ  ௬           (9)ܫ௫ܫ

where ܫ௫ and ܫ௬ follow the ordinary Gamma distribution and therefore we have: 

ሻܫሺ݌   ൌ
ଶሺఈఉሻሺഀశഁሻ/మ

୻ሺఈሻ୻ሺఉሻ
ቀܫ

ഀశഁ
మ
ቁିଵܭఈିఉ൫2ඥܫߚߙ൯,				ܫ ൐ 0       (10) 

where ܭ௡ሺ. ሻ is the modified Bessel function of 2nd kind of order ݊, and Γሺ. ሻ represents the Gamma 

function. The parameters ߙ and ߚ in this PDF is given by [8]:  

ߙ            ൌ ൥݁݌ݔ ൭
଴.ସଽఙ೗

మ

ቀଵାଵ.ଵଵఙ೗
భమ/ఱቁ

ళ/ల൱ െ 1൩

ିଵ

                     (11) 

ߚ            ൌ ൥݁݌ݔ ൭
଴.ହଵఙ೗

మ

ቀଵା଴଺ଽఙ೗
భమ/ఱቁ

ఱ/ల൱ െ 1൩

ିଵ

                    (12) 

where ߪ௟
ଶ ൌ ݇ ,is the link range ܮ ,ଵଵ/଺ is the log irradiance variance parameterܮ௡ଶ݇଻/଺ܥ1.23 ൌ

ଶగ

ఒ
, 

and ܥ௡ଶ ൌ 5. 10ିଵଷ	݉ିଶ/ଷ. The values of ߙ and ߚ determine the level of channel turbulence. In Table. 

II, the specific values of ߙ and ߚ for weak, moderate and strong turbulences and their respective 

statistical values are given.   
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Fig. 5. The Gamma-Gamma PDFs for different turbulence levels of the FSO channel. 

 

Table. II. The statistical values of the Gamma-Gamma channel. 

Turbulence 

intensity 

Parameters Statistical values 

ሿܫሾࡱ ߚ ߙ  ൌ ଶሿܫሾࡱ ݇݉ ൌ  ௞ݏ

Weak  11.6 10.1 1 1.13 

Moderate 4.0 1.9 1 1.76 

Strong 4.2 1.4 1 2.09 

 

Using these values the PDFs of the Gamma-Gamma distributions for different turbulence levels are 

given in Fig. 5. 

 

III. Mean square performance of ILMS algorithm 

In this section, we analyze the mean stability and steady-state mean-square performance of the 

ILMS algorithm with the FSO link assumptions. Our analysis is based on the energy conservation 

relations of [6]. For this we define the following errors: 

                   ݁௞,௜ ൌ ݀௞,௜ െ            ௞ିଵ,௜࣒௞,௜࢛

෩௞,௜࣒              ؜ ௢࢝ െ  ௞,௜                  (13)࣒

Now, if we subtract ࢝௢ from both sides of equation (7) and replace ࣒෩௞,௜ where necessary then we 

have: 

෩௞,௜࣒          ൌ ෩௞ିଵ,௜࣒௞,௜ܫ ൅ ൫1 െ ௢࢝௞,௜൯ܫ െ ௞,௜࢛௞,௜ܫ௞ߤ
∗ ෩௞ିଵ,௜࣒௞,௜࢛ െ ௞,௜࢛௞ߤ

∗  																								௞,௜࢜

                    െߤ௞൫1 െ ݄௞,௜൯࢛௞,௜
∗ ௢࢝௞,௜࢛ െ ௞,௜ࢗ ൅ ௞,௜࢛௞ߤ

∗  ௞,௜               (14)ࢗ௞,௜࢛

In [1] it was mentioned that the convergence condition for choosing the step-size parameter of the 

incremental LMS algorithm in FSO links is: 

ݔܽ݉                                   ൜0,
௠ೖିଵ

௠ೖఒ೘೔೙൫ࡾೠ,ೖ൯
ൠ ൏ ௞ߤ ൏

௠ೖାଵ

௠ೖఒ೘ೌೣ൫ࡾೠ,ೖ൯
                (15) 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Irradiance, I

0

0.2

0.4

0.6

0.8

1

1.2
Gamma-Gamma PDFs

Weak Turbulence
Moderate Turbulence
Strong Turbulence



2                                                     Incremental adaptive networks implemented by FSO communication 

 

This condition shows that the value of step-size directly depends on the coefficient means (݉௞) of 

FSO channel and therefore depends on the channel model that we assumed. To prove this 

convergence condition we must use some definitions [1]. Using (13) we have:  

෩௞,௜൧࣒ൣࡱ           ൌ ݉௞۸௞࣒ൣࡱ෩௞ିଵ,௜൧ ൅ ሺ1 െ ݉௞ሻ۸௞࢝௢                (16) 

where: 

                 ۸௞ ؜ ࡵ െ  ௨,௞                             (17)ࡾ௞ߤ

By considering iteration in (16) we get: 

෩௞,௜൧࣒ൣࡱ        ൌ ሺ∏ ݉௡۸௡
ே
௡ୀଵ ሻ࣒ൣࡱ෩௞,௜ିଵ൧ ൅ ∑ ቀሺ1 െ ݉௡ሻ۸௡ ∏ ݉௟۸௟

ே
௟ୀ௡ାଵ ቁ࢝௢ே

௡ୀଵ       (18) 

For analyzing the convergence condition we define the ग matrix: 

           ग؜ ∏ ݉௡۸௡
ே
௡ୀଵ                   (19) 

In order to converge, all Eigen values of this matrix must be inside the unit circle: 

ሺगሻߩ                 ൏ 1                   (20) 

In other words we must have [1]: 

ሺगሻߩ   ൑ ‖ग‖ ൑ ‖݉ଵ۸ଵ‖‖݉ଶ۸ଶ‖…‖݉ே۸ே‖ ൌ  ሺ݉ே۸ேሻߩ…ሺ݉ଶ۸ଶሻߩሺ݉ଵ۸ଵሻߩ

In order to satisfy the constraint of (20) it is sufficient to have ߩሺ݉ଵ۸௞ሻ ൑ 1this entails: 

            |݉௞ሺ1 െ |ሻߣ௞ߤ ൏ 1                              (21) 

Therefore, the limits for step-size are pointed out using: 

ݔܽ݉       ൜0,
௠ೖିଵ

௠ೖఒ೘೔೙൫ࡾೠ,ೖ൯
ൠ ൏ ௞ߤ ൏

௠ೖାଵ

௠ೖఒ೘ೌೣ൫ࡾೠ,ೖ൯
 

and therefore the convergence condition is proven to be the same as in [1]. Also, by considering this 

condition we have:  

                 lim௜→ஶ ෩௞,௜൧࣒ൣࡱ ൌ ሺܫ െगሻିଵ ∑ ቀሺ1 െ ݉௡ሻ۸௡ ∏ ݉௟
ே
௟ୀ௡ାଵ ۸௟ቁ

ே
௡ୀଵ                 ௢࢝

(22) 

Now, in order to analyze the mean square performance of the ILMS algorithm we define the 

following performance criteria [8]: 

௞ܦܵܯ                   ؜ lim௜→ஶ ࡱ ቂฮ࣒෩௞ିଵ,௜ฮࡵ
ଶ
ቃ                             

(23) 

௞ܧܵܯܧ               ؜ lim௜→ஶ ࡱ ቂฮ࣒෩௞ିଵ,௜ฮࡾೠ,ೖ
ଶ

ቃ                   

(24) 

௞ܧܵܯ         ؜ lim௜→ஶ ࡱ ቂห݁௞,௜ห
ଶ
ቃ ൌ ௞ܧܵܯܧ ൅ ௩,௞ߪ

ଶ                 (25) 

We define: 

௞,௜࡯                ؜ ݉௞۸௞࡯௞ିଵ,௜ ൅ ሺ1 െ ݉௞ሻ۸௞                            (26) 

In this relation ࡯଴,௜ ൌ ଴,ଵ࡯ ே,௜ିଵ also࡯ ൌ  :We can write .ࡵ

෩௞,௜൧࣒ൣࡱ                            ൌ  ௢                   (27)࢝௞,௜࡯
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If we apply the weighted norm operation in both sides of equation (14) and take expectation of them 

we get: 

ࡱ     ቂฮ࣒෩௞,௜ฮ઱࢑
ଶ
ቃ ൌ ࡱ ቂฮ࣒෩௞ିଵ,௜ฮ઱࢑ᇲ

ଶ
ቃ ൅ ௞ߤ

ଶߪ௩,௞
ଶ ࡱ ቂฮ࢛௞,௜ฮ઱࢑

ଶ
ቃ ൅ ࡱ ቂฮࢗ௞,௜ฮ۵࢑

ଶ
ቃ ൅ ೖ,೔൯ࡴೖାࢀ௢‖൫࢝‖

ଶ   (28) 

In this recursive relation we have: 

௞ࡳ       ൌ ઱௞ െ ௞,௜࢛઱௞ൣࡱ௞ߤ
∗ ௞,௜࢛ ൅ ௞,௜࢛

∗ ௞,௜઱௞൧࢛ ൅ ௞ߤ
ଶࡱ ቂฮ࢛௞,௜ฮ઱ೖ

ଶ
௞,௜࢛
∗  ௞,௜ቃ                (29)࢛

where we consider the following relations: 

              ઱௞
ᇱ ൌ  ௞                   (30)ࡳ௞ݏ

௞ࢀ              ൌ ሺ1 െ 2݉௞ ൅  ௞                  (31)ࡳ௞ሻݏ

௞,௜ࡴ               ൌ ሺ݉௞ െ ௞ࡳ௞ିଵ,௜࡯௞ሻ൫ݏ ൅  ௞ିଵ,௜൯                 (32)࡯௞ࡳ

௨,௞ࡾ            ൌ ௞ࢁ௞઩௞ࢁ
∗                   (33) 

also, we define [1]: 

ഥ௞,௜࣒                 ൌ ௞ࢁ
෩௞,௜, ઱ഥ௞࣒∗ ൌ ௞ࢁ

∗઱௞ࢁ௞, 

     ઱ഥ௞
ᇱ ൌ ௞ࢁ

∗ ઱௞
ᇱ ഥ௞,௜ܝ ,௞ࢁ ൌ  ,௞ࢁ௞,௜ܝ

ഥ௞܂      ൌ ௞ࢁ
௞, ۶ഥ௞,௜ࢁ௞܂∗ ൌ ௞ࢁ

∗۶௞,௜ࢁ௞, 

ഥ௢࢝      ൌ ௞ࢁ
௢,  ۱ത௞ିଵ,௜࢝∗ ൌ ௞ࢁ

∗ ۱௞ିଵ,௜ࢁ௞, 

ഥ௞ۿ      ൌ ௞ࢁ
ࢃ ,௞ࢁ௞ۿ∗ ൌ ∗ഥ௢࢝ഥ௢࢝ ൌ  ∗௢࢝௢࢝

By considering these definitions, the equation (25) can be written as: 

ࡱ             ቂฮ࣒ഥ௞,௜ฮ઱ഥೖ
ଶ
ቃ ൌ ࡱ ቂฮ࣒ഥ௞ିଵ,௜ฮ઱ഥೖᇲ

ଶ
ቃ ൅ ௞ߤ

ଶߪ௩,௞
ଶ ࡱ ቂฮ࢛ഥ௞,௜ฮ઱ഥೖ

ଶ
ቃ ൅ ࡱ ቂฮࢗഥ௞,௜ฮ۵ഥೖ

ଶ
ቃ ൅ ഥೖ,೔൯ࡴഥೖାࢀഥ௢‖൫࢝‖

ଶ  (34) 

where: 

ഥ௞ࡳ  ൌ ઱ഥ௞ െ ഥ௞,௜࢛઱ഥ௞ൣࡱ௞ߤ
∗ ഥ௞,௜࢛ ൅ ഥ௞,௜࢛

∗ ഥ௞,௜઱ഥ௞൧࢛ ൅ ௞ߤ
ଶࡱ ቂฮ࢛ഥ௞,௜ฮ઱ഥೖ

ଶ
ഥ௞,௜࢛
∗ ഥ௞,௜ቃ࢛ ൌ ઱ഥ௞ െ ௞ሺ઱ഥ௞઩௞ߤ ൅

઩௞઱ഥ௞ሻ ൅ ௞ߤ
ଶሺ઩௞ݎݐሾ઱ഥ௞઩௞ሿ ൅ ઩௞઱ഥ௞઩௞ሻ                      (35) 

and we have: 

               ઱ഥ௞
ᇱ ൌ  ഥ௞                  (36)ࡳ௞ݏ

ഥ௞ࢀ       ൌ ሺ1 െ 2݉௞ ൅     ഥ௞ࡳ௞ሻݏ

ഥ௞,௜ࡴ      ൌ ሺ݉௞ െ ഥ௞ࡳഥ௞ିଵ,௜࡯௞ሻ൫ݏ ൅  ഥ௞ିଵ,௜൯    (37)࡯ഥ௞ࡳ

We can write: 

ࡱ      ቂฮ࣒ഥ௞,௜ฮ઱ഥ࢑
ଶ
ቃ ൌ ࡱ ቂฮ࣒ഥ௞ିଵ,௜ฮ઱ഥ࢑ᇲ

ଶ
ቃ ൅ ௞ߤ

ଶߪ௩,௞
ଶ ሾ઩௞઱ഥ௞ሿݎݐ ൅ ഥ௞۵ഥ௞ሿۿሾݎݐ ൅ ഥ௞ሿ܂ࢃሾݎݐ ൅  ۶ഥ௞,௜൧   (38)ࢃൣݎݐ

By the following definitions: 

ഥ௞࣌    ؜ ݀݅ܽ݃ሾ઱ഥ௞ሿ, ࣌ഥ௞
ᇱ ؜ ݀݅ܽ݃ሾ઱ഥ௞

ᇱ ሿ, ࣅ௞ ؜ ݀݅ܽ݃ሾ઩௞ሿ               (39) 

and 

ഥ௞ࡲ      ؜ ࡵ െ ௞2઩௞ߤ ൅ ௞ߤ
ଶ઩௞

ଶ ൅ ௞ࣅ௞ࣅ
்    (40) 

we have: 

ࡱ              ቂฮ࣒ഥ௞,௜ฮોഥ࢑
ଶ
ቃ ൌ ࡱ ቂฮ࣒ഥ௞ିଵ,௜ฮોഥ࢑ᇲ

ଶ
ቃ ൅ ݃௞,௜ોഥ(41)                ࢑ 
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where: 

௞,௜ࢍ   ൌ ௞ߤ
ଶߪ௩,௞

ଶ ௞ࣅ
் ൅ ሺ݀݅ܽ݃ሾࡽഥ௞ሿሻ்ࡲഥ௞ ൅ ሺ1 െ 2݉௞ ൅  ഥ௞ࡲሿሻ்ࢃ௞ሻሺ݀݅ܽ݃ሾݏ

          ൅2ሺ݉௞ െ  ഥ௞                   (42)ࡲ	ഥ௞ିଵ,௜࡯ሿሻ்ࢃ௞ሻሺ݀݅ܽ݃ሾݏ

and also we have: 

                     ોഥ௞
ᇱ ൌ  ഥ௞ોഥ௞                  (43)ࡲ௞ݏ

Now, if we choose a sufficiently small step size so that: 

ഥ௞ሻࡲሺߩ௞ݏ                      ൏ 1                  (44) 

we get to the following relation for ݅ ൐ 0: 

ࡱ       ቂฮ࣒ഥ௞,௜ฮોഥ࢑
ଶ
ቃ ൌ ࡱ ቂฮ࣒ഥ௞,௜ିଵฮऐೖశభ,భોഥೖ

ଶ
ቃ ൅ ܽ௞ାଵ,௜ોഥ௞               (45) 

where we used the following definitions: 

          ऐ௞ାଵ,ଵ ؜ ሺݏ௞ା௟ିଵࡲഥ௞ା௟ିଵሻሺݏ௞ା௟ࡲഥ௞ା௟ሻ… ሺݏேࡲഥேሻሺݏଵࡲഥଵሻ… ሺݏ௞ିଵࡲഥ௞ିଵሻ          (46) 

௞,௜ࢇ                                ؜ ௞,ଶࡲ௞,௜ࢍ ൅ ௞,ଷࡲ௞ାଵ,௜ࢍ ൅ ௞,ேࡲ௞ିଶ,௜ࢍڮ ൅  ௞ିଵ,௜               (47)ࢍ

Also, as for small step sizes as the iteration number goes to infinity (݅ → ∞) we have: 

ࡱ           ቂฮ࣒ഥ௞,ஶฮોഥ࢑
ଶ
ቃ ൌ ࡱ ቂฮ࣒ഥ௞ିଵ,ஶฮોഥ࢑ᇲ

ଶ
ቃ ൅  (48)                ࢑௞,ஶોഥࢍ

Then, the steady-state metrics in FSO environment become: 

௞ܦܵܯ      ൌ ࡵ௞,ஶ൫ࢇ െ ऐ௞,ଵ൯
ିଵ
݀݅ܽ݃ሾࡵሿ                (49) 

௞ܧܵܯܧ           ؜ ࡵ௞,ஶ൫ࢇ െ ऐ௞,ଵ൯
ିଵ
 ௞                (50)ࣅ

௞ܧܵܯ               ؜ ௞ܧܵܯܧ ൅ ௩,௞ߪ
ଶ                              (51) 

Then, according to (47) we must determine ࢍ௞,ஶ using (41). Therefore with the help of (25) we have: 

ഥ௞ିଵ,ஶ࡯    ൌ ௞ࢁ
∗ ቀሺࡵ െगሻିଵ ൈ ∑ ቀሺ1 െ ݉௡ሻ۸௡ ∏ ݉௟۸௟

ே
௟ୀ௡ାଵ ቁே

௡ୀଵ ቁࢁ௞  (52) 

In [1] it has been assumed that ݉௞ ൌ 1 for all nodes and this term was canceled out from the later 

calculations. In this paper however, we consider the following assumptions: 

           1)  ݉௞ ൌ ௨,௞ࡾ	   ,1 ൌ ௨,௞ߪ
ଶ ௞ࡽ ,ࡵ ൌ ௖,௞ߪ

ଶ  ࡵ

ഥ௞ࡲ (2           ൎ ൫1 െ ௨,௞ߪߤ2
ଶ ൯ࡵ 

Because ࡲഥ௞ is diagonal, we have ऐ௞,௟ ൎ ഥଶࡲഥଵࡲ  :ഥே and we can writeࡲ…

                            ऐ௞,௟ ൎ ௣൫1ݏ െ ௨,௞ߪߤ2
ଶ ൯

ே
 (53)               ࡵ

If we define ݏ௣ ؜ ∏ ௞ݏ
ே
௞ୀଵ  we can write: 

ࡵ                  െ ऐ௞,௟ ൎ ቀ1 െ ௣൫1ݏ െ ௨,௞ߪߤ2
ଶ ൯

ே
ቁ  (54)               ࡵ

Now, we can approximate ࢍ௞,ஶ and ܽ௞,ஶ: 
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௞,ஶࢍ ൎ ൫ߤ௞
ଶߪ௩,௞

ଶ ௨,௞ߪ
ଶ ൯ሺ݀݅ܽ݃ሾࡵሿሻ் ൅ ቀߪ௖,௞

ଶ ൫1 െ ௨,௞ߪߤ2
ଶ ൯ቁ ሺ݀݅ܽ݃ሾࡵሿሻ்

൅ ௣ሺ1ݏ െ 2݉௞ ൅ ௞ሻ൫1ݏ െ ௨,௞ߪߤ2
ଶ ൯ሺ݀݅ܽ݃ሾࢃሿሻ் ൅ 2ሺ݉௞ െ ഥ௞ࡲ	ഥ௞ିଵ,ஶ࡯ሿሻ்ࢃ௞ሻሺ݀݅ܽ݃ሾݏ

ൎ ቀߤଶߪ௩,௞
ଶ ௨,௞ߪ

ଶ ൅ ௖,௞ߪ
ଶ ൫1 െ ௨,௞ߪߤ2

ଶ ൯ቁ ሺ݀݅ܽ݃ሾࡵሿሻ்

൅ ௣ሺ1ݏ െ 2݉௞ ൅ ௞ሻ൫1ݏ െ ௨,௞ߪߤ2
ଶ ൯ሺ݀݅ܽ݃ሾࢃሿሻ் ൅ 2ሺ݉௞ െ  ഥ௞ࡲ	ഥ௞ିଵ,ஶ࡯ሿሻ்ࢃ௞ሻሺ݀݅ܽ݃ሾݏ

ܽ௞,ஶ ൌ ௣൫1ݏ െ ௨,௞ߪߤ2
ଶ ൯

ே
൫∑ ௡,ஶࢍ െ ௞ିଵ,ஶࢍ

ே
௡ୀଵ ൯ ൅ ௞ିଵ,ஶࢍ ൎ ቀݏ௣൫1 െ ௨,௞ߪߤ2

ଶ ൯
ே
ቁ∑ ௡,ஶࢍ ൅ே

௡ୀଵ

																																			ቀݏ௣൫1 െ ௨,௞ߪߤ2
ଶ ൯

ே
ቁࢍ௞ିଵ,ஶ                               (55) 

Finally, we can derive the following relations for the steady-state behavior of ILMS algorithm under 

FSO conditions: 

௞ܦܵܯ           ൎ ൬
ଵ

ଵି௦೛ሺଵିଶఓఒሻಿ
െ 1൰∑ ௡݂ ൅ ௞݂ିଵ

ே
௡ୀଵ                (56) 

where unlike [1] we incorporated ࡯ഥ௞ିଵ,ஶ in definition of ௞݂: 

   ௞݂ ൌ ቀߤଶߪ௩,௞
ଶ ௨,௞ߪ

ଶ ൅ ௖,௞ߪ
ଶ ൫1 െ ௨,௞ߪߤ2

ଶ ൯ቁܯ ൅ ௣ሺ1ݏ െ 2݉௞ ൅ ௞ሻ൫1ݏ െ ௨,௞ߪߤ2
ଶ ൯‖࢝௢‖ଶ 

൅ݏ௣ሺ݉௞ െ ௞ሻ൫1ݏ െ ௨,௞ߪߤ2
ଶ ൯࡯ഥ௞ିଵ,ஶ‖࢝௢‖ଶ (57) 

௞ܧܵܯܧ           ൎ ௨,௞ߪ
ଶ ቆ

ଵ

ଵି௦೛൫ଵିଶఓఙೠ,ೖ
మ ൯

ಿ െ 1ቇ∑ ௡݂ ൅ ௨,௞ߪ
ଶ

௞݂ିଵ
ே
௡ୀଵ               (58) 

in these equations, we can see the effect of ݉௞ and ݏ௞ on the performance of the adaptive network. 

With the help of the entries in Table. 1 and Table II, we can see that these variables are dependent on 

the parameters of the Link. This criterion represents the dependence of network performance on the 

assumed FSO channel model. It means that if we change the parameters of the FSO link, we can 

directly observe the changes in estimation error performance and that is our contribution to this paper.  

 

IV. Simulation results 

As it was mentioned earlier, our intention in this paper is to investigate the performance of 

adaptive incremental networks implemented with the FSO technology both theoretically and with 

simulations. Now, it is the time to give the simulation results for various FSO channel conditions. We 

divide our results for the Log-normal and Gamma-Gamma channel models. For both of these models, 

the theoretical results are presented and compared with the simulation results. To perform our 

simulations we designed a network like Fig. 2 with 20 nodes. This network consists of nodes that can 

each performs local estimations with LMS algorithm and then share their information with the 

neighboring nodes via FSO links. The aim of this network in the estimation application is to converge 

to the ࢝௢ vector with the size of ܯ ൌ 4 and therefore we have ࢝௢ ൌ
ଵ

√ସ
ሾ1	1	1	1ሿ. The convergence 

and the performance of the network depends on the Eigen values of the input covariance matrix ࢛ࡾ,௞. 

For all the nodes the step-size value ߤ is 0.02 because for all the simulations we considered ߣ௠௔௫ ൌ 5 

and using the relation (15) we must choose the step-size value as 0 ൏ ߤ ൏ 0.4 for the convergence.  
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Fig. 6. The steady-state mean square deviation of incremental network in FSO channels. 

 

The input data and the noise variables (both measurement noise and the channel noise) are 

produced with the Gaussian distribution. The measurement noise is the noise that contaminates the 

sensor measurement task and is shown in the paper with ݒ௞,௜, however, the link noise or channel noise 

contaminates the local estimations that are communicated between the nodes and is shown in the 

paper with ݍ௞,௜. Also, the Eigen spread of the covariance matrix of the input variables (࢛ࡾ,௞) is 

considered to be between 1 and 5. As we mentioned the FSO channel among nodes is considered to be 

modeled with Log-normal distribution or with Gaussian noise. 

For the theoretical results to match with the simulation ones the iteration number must be large 

enough. We are working with the adaptive algorithms, therefore after they are converged, the number 

of iterations is not important and the results will be the same for all the remaining iterations. The 

needed number of iterations for our network to converge is less than 100 (it depends on the number of 

the nodes, step-size value and the used algorithm) and after that, the mean square error results remain 

unchanged. 

For our first simulation test, the MSD and EMSE of the incremental network are evaluated in 

different FSO channel conditions. In Fig. 5, it is presented that the MSD of the network in higher 

(moderate) turbulence conditions becomes unacceptable but for lower ߪ௟
ଶ values the network can 

converge to the desired vector suitably. Also, for the times that the channel turbulence does not exist 

and only the channel noise is present, the convergence error becomes very low according to the 

variance of channel noise (ߪ௖ଶ).   

In the estimation task, it is important for us to know exactly how much we get close to the desired 

weight vector. Therefore these diagrams show the error amount (the difference between the estimated 

and desired weight vector) in different link conditions. In various papers, these diagrams have been 

given for numerous channel types and here, for the first time, we presented them for FSO links. 
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Fig. 7. The steady-state excess mean square error of incremental network in FSO channels. 

 

 

Fig. 8. The theoretical and simulated MSD and EMSE results of incremental network in Log-normal channel with ߪ௟
ଶ ൌ 0.1. 

 

The same remarks can be made for the EMSE of the incremental network in FSO channels in Fig. 

7. For the second simulation, we assumed the incremental network with FSO Log-normal channel and 

௟ߪ
ଶ ൌ 0.1. Both the resulted MSD and EMSE of simulations are compared with the theoretical error 

values that are acquired using relations (56) and (58). The results are shown in Fig. 8 and 9. It can be 

seen that there is a reasonable match between the theoretical and simulation outcomes. 

For the third simulation again the FSO channel is considered to be Log-normal but this time with 

௟ߪ
ଶ ൌ 0.2. Both the theoretical and simulation results were acquired for this test and the results are 

presented in Fig. 9. As we expected the results of this simulations are degraded in comparison with 

the previous simulation due to the increase of ߪ௟
ଶ value which is accordingly related to the worsening 

of the environmental conditions. 
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Fig. 9. The theoretical and simulated MSD and EMSE results of incremental network in Log-normal channel with ߪ௟
ଶ ൌ 0.2. 

 

 
Fig. 10. Gamma_Gamma simulation results MSD 

 

The FSO link model parameters for the Gamma-Gamma distribution are given in the simulation 

plots. Also, we performed simulations for the cases that the channel is not turbulent and only is 

contaminated with optical noise and the results are depicted according to the channel noise variance 

 ௖ଶ. We can see the outcome in MSD sense in Fig. 10. This performance analysis shows how close weߪ

can converge to the ࢝௢ vector by the incremental adaptive network when working through Gamma-

Gamma FSO channels. 

The other error criteria that we can examine the network performance with, is the EMSE. The 

performance of the incremental network in FSO channels in EMSE sense is given in Fig. 11. It is 

important to notice that for the times when the FSO channel is contaminated with Turbulence, the 

difference between the MSD and EMSE values become clearer and we can see that the EMSE values 

are a bit higher than the MSD values. For the noisy links, this difference is not noticeable. 
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Fig. 11. Gamma_Gamma simulation results EMSE 

 

 
Fig. 12. Weak Gamma_Gamma Theoretical results 

 

To compare the simulation results with the theoretical findings of relations (56) and (58) we 

performed 2 separate simulations and presented the results in both MSD and EMSE senses. The first 

simulation was conveyed for the Gamma-Gamma modeled FSO channel with weak turbulence regime 

and the results are depicted in Fig. 12. 

As we can see there is a reasonable match between the theoretical and simulation results in Fig. 12 

and this shows the credibility of our theoretical findings. The second comparison between the 

simulation and theoretical results was made for the Gamma-Gamma modeled FSO channel with the 

moderate turbulence level. The results are shown in Fig. 13. 

In Fig. 13 also, there is a nearly perfect match between the simulated and theoretical results 

showing the exact anticipated error values for the incremental adaptive network that is implemented 

with the FSO communication technology. 
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Fig. 13. Moderate Gamma_Gamma Theoretical results 

 

 

IV. Conclusion 

Adaptive networks can be used in different channel conditions for various applications. The 

important thing is how well they work in these conditions. In order to investigate this, we must 

perform both theoretical and simulation analysis depending on the exact values of link models. In this 

paper, we considered FSO channels that were impaired with Gaussian noisy and turbulence modeled 

with Log-normal and Gamma-Gamma distributions. Both the theoretical and simulation results 

showed the degradations that the adaptive incremental network face when using FSO links. We 

conclude that the when the turbulence level is low, the incremental network can perform its estimation 

reasonably but for the times that the links contaminated with high-level turbulence (as a result of 

variations in the refractive index of the atmosphere) some countermeasures like the channel 

estimation must be taken into the consideration for the performance improvement. In future works, we 

will analyze the performance of adaptive networks in other FSO channel models. Also, in future 

works, we will consider the time-varying channel estimation for FSO links with adaptive networks 

which will be a solution for the non-stationary channel condition.  
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