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Abstract— In this study, we introduce a new two-way relay channel and
obtain an inner bound and an outer bound for the discrete and
memoryless multiple access relay channels with receiver-source feedback
via two-way relay channel in which end nodes exchange signals by a relay
node. And we extend these results to the Gaussian case. By numerical
computing, we show that our inner bound is the same with one obtained
by Hou-Koetter-Kramer, for the channel with relay-source feedback.

Index Terms— multiple access relay channel; two-way relay channel; block Markov
coding.

I. INTRODUCTION

Wide using of relay in wireless networks is for its ability to support multiple nodes
simultaneously. In many networks such as local area wireless networks/wide area wireless networks,
wireless sensor networks, military and monitoring applications where the performance of networks
depends on the performance and lifetime of the most connected nodes, the relay node can improve the
performance of nodes that transmit data [1].

In [2], multiple access relay channel (MARC) is introduced, where some nodes (sources)
communicate with one destination with the help of a relay node (Fig. 1). Gaarder and Wolf [3] have
demonstrated that it is possible to increase the capacity region of a discrete memoryless channel through
the use of feedback. In [4], an achievable rate for the discrete memoryless relay channel with receiver-
transmitter feedback was proposed. In [5], the inner and outer bounds for multiple access relay channels
with relay-source feedback were obtained and was showed that feedback in MARC increase the
achievable rate region.

In two-way communication two parties send information to each other. The two-way channel
was first introduced by Shannon [6], who derived inner and outer bounds on the capacity region of
discrete and memoryless channel. Nowadays, there has been an increasing research efforts on two-way

relay channel (TWRC) from both academic and industrial communities [7]-[11]. In [12],
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Fig. 1 A N-source multiple access relay channel [5].

achievable rate regions for the TWRC in different strategies were obtained in which two nodes

communicate simultaneously in both directions with the help of one relay.

Il. CHANNEL DEFINITIONS AND MAIN RESULTS

A. Two-way (in the sense of shannon) relay channel
We consider a two way relay channel with four nodes as Fig. 2 and suppose all nodes are full-

duplex. Node T, and T, want to exchange messages with node T, in direct path via node T, as a relay
that has no own messages to transmit.

W, eW,, W, e W, and W, € W, are transmitted messages from terminal T,, terminal T,
and terminal T,, respectively. X, e X and Y;, €V, i {1,234}, t €{1,2,---,n}, are channel inputs
and outputs, respectively. We assume a time invariant and memoryless two-way relay channel which is

defined by conditional channel distribution P(y,,V,, Y5, Y. | X, X,,X5,X,), Where X, and Y,
(1=1,2,3,4) arerandom variables representing the respective channel inputs and outputs.

In our work, transmitted symbols of terminals T, and T, are functions of their messages and
their past channel outputs but transmit symbol of terminal T, is a function of its channel output where
in our work, it is an identity function. The transmitted symbol from terminal T, is a function of its past
channel output. In forward direction, terminals T, and T, send signals to terminal T, via terminal T,
and in backward direction T, sends signal to terminals T, and T, via terminal T, simultaneously.

Xy = F WY, ) 1)
x 2t f2,t (VVZ ! Y2til) (2)
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Fig. 3. 2-source multiple-access relay channel with feedback between receiver-source via two-way relay channel.

X3,t = fa,t (Y3H) (3)
X = T4, () = £, (W,) (4)

I1l. MARC WITH FEEDBACK
We study the two-source MARC with receiver-source feedback via two-way relay channel as

shown in Fig. 3. A (2”R1,2nR2),n) code, for two-source MARC with feedback from the receiver

consists of two sets of integers W, e[l:Zan] and W, e[1:2nR2], called the message sets; three

encoding functions (according to (1),(2) and (4)),
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f,: (W, )0) = A7 (5)

f,:(W,,)0) —> &3 (6)

fo 0 — A0 (7)
a set of relay functions {f,};_, such that (according to (3))

Xee = a3, 1<t<n, (8)
and a decoding function,

9:Yp > W xW, ©)

The index W, is chosen uniformly distributed over [1: 2”R1] and corresponding codeword is
sent over the channel by sender 1. Another sender does likewise. Relay helps the receiver with decoding

and forwarding of sending information. We define the average probability of error for the

(2™ ,2™2),n) code as follows

n 1 n
P = Ty > Pr{g(Yp) = (W, w,) ]| (w,,w,)hasbeensent] (10)
2 (. Wiy )W XV,

Arate (R,R,) is said to be achievable for the multiple-access relay channel with feedback

from receiver via two-way relay channel if there exists a sequence of ((2”R1,2nR2),n) code with

P™ —0.

a) Previous Related Work Results:
Proposition 1 The achievable rate region for the MARC with relay-source feedback, established in [5],

is given by:
U(R11R2) GRi
Rl S I(Xl;YR | XZ’XR’U)
R, < I(XZ;YR | xl’XR’U)
R, + R, <min{l(X,, X,;Ye,| X5,U) 1(X,, X,, X ;Yo )}

where the union is taken over
P(U, Xy, %o, Xz, Yrs Vo) = P(U) P(X [U) P(X, [U) p(Xg [U)
X p(yR’yD | XR’X:L’XZ) (11)

Proposition 2 The achievable rate region for the Gaussian MARC with relay-source feedback,

established in [5], is given by:
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(R,Ry) e Ri
P
R, < C(%)lmm

1
P

R, < C(m)lmm
Nl

Osy<1 . a,P, +a,P.
0sap<1| Ry + R, < mln{C(L“),

1
P, +a,P, + (o, P, +4a,P, +\/P_R)2)}
N

2

C(

where C(x) =0.5log,(1+X).
IV. MAIN THEOREMS
Theorem 1: The capacity region Cg_ywe Of MARC with feedback from receiver via two-way relay

channel is contained in the following set,

H(R.R,):

R, <min{l(X;Ys,Yp | X5, X,, X5 ),

I(Xl’xR;YDlxD’XZ)} (12)
R, <min{l(X,;Ys,Yp | Xp. X5, Xg),

I(XZ'XR;YDlxD’Xl)} (13)
R, +R, <min{I(X,, X,;Ys, Y5 | Xp, Xg),

1(X1, X Xei Yo | Xo 13 (14)

where the union is taken over P(Yp, Yr: X1, X5, Xz Xp) -

Theorem 2: An achievable rate region R i _yac for the MARC with feedback from receiver via two-

way relay channel is given by following set,

H(R.R,):

R, <min{l(X;Yg |V, X, X,, X5),

(X33 Y5 [V, X, X, X, B (15)
R, <min{l(X,;Ys |V, Xp, Xy, X5),

I(XZ;YD|V7XR’XD’X1)} (16)
R, +R, <min{1(X,, X,;Y5 [V, X5, Xz),

1(X,, X, X, X3 Yo B} (17)

where the union is taken over the all joint distribution of the following form,
P(V, Yo, Yy X0s %o, Xz Xp) = P(V) (X |V, Xg) P(X; |V, Xz)
X P(Xg [V)P(Xp [V, X0, X5, X ) P(Yos Ve | X1 %o, Xg0 Xp) (18)
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Fig. 4. lllustration of cut sets for MARC [1].

V. PROOF OF MAIN RESULTS

A. Proof of Theorem 1:

Theorem 1 is a special case of the cut-set bound [13] (Fig. 4). The details of proof are
omitted for the brevity.

B. Proof of Theorem 2:
We consider B blocks, each of n symbols. We use superposition block Markov coding. A sequence of B

messages W, ; XW,;, ie{1,2,---,B} will be sent over the channel in nB transmissions. In each n-
block, b=1,2,---,B+2, we use the same set of codebooks:
C =0 (u, 1), x(u,1,k), x5 (u,I,m),v" (u), xg (u,I,k,m)}
ke[l:2™],me[l:2"2]l e[1: 2™ ]x[1: 2" 2 u e[1: 2" ] x[1: 2™] (19)
Random codebook generation: First fix a choice of
POV PO 1V X ) POXy [V X ) POXR (V) POXG [V X0, X0, Xg)
1. Generate 2" "% independent identically distributed n-sequences v", each drawn according to

p(v") = TP(v,) - Index them as v"(u),u = (u,,u,) e[1:2"4]x[1: 2"2].
2. For each v"(u), generate 2"FatRo) conditionally independent n-sequences X Wwith

p(xa [V () = [T P (e, |V (). Index them as g (u,I),1 = (I,,1,) e [1:2"4]x[1:2"2].
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3. For each (xp(u,l),v"(u)), generate 2" conditionally independent n-sequences X;' drawn
according  to P(X | Xz (u,1),v"(u)) = l_anlp(xlyt | Xgo (U, 1), v (U)). Index  them  as
x"(u,1,k), k e[1:2"].

4. For each (Xp(u,l),v"(u)), generate 2" conditionally independent n-sequences X, drawn
according  to P(X; | Xg(u,1),v"(u)) = l_anlp(XZ’t | Xg o (U, 1), v (U)). Index  them  as

X2 (u,1,m),me[1:2"2],

n

5. For each  (x'(u,l,k),x;(u,I,m)), choose an x5 drawn according to
P(xg | X' (u,1,k), x5 (u,I,m)) = H:ﬂp(xm | X, (u,1,K), X, (u,1,m)). Index themas xp (u,l, k,m).

Encoding, Decoding and Error Analaysis: Encoding is performed in B + 2 blocks, The coding strategy

is shown in  Table 1. In  Table I, u,=(U, Uy, ,)= (W, W, ,)  and

ly = (p bop) = (W g Wop )

Source Terminals:
The messages are split into B equally sized blocks w,,,w,, ,b=12---,B. In block

b=12,---,B+2, the sender i ,i =1,2, transmits X", (Up, 1y, Wi ) = /6 X% 1o (1) +/02 X (U, W, )
where Xg denotes the relay’s codeword associated to the forward direction. 6, and ¢, are scaling
coefficients and W, , =W, ; =W, 5, =W, 5., =1. And the receiver send Xp, Uy, |y, W, W,,) in
backward direction.
Let Y5, be the observed symbol at sources in block b, source 1 tries to find W,, = w,, in block b
such that’
(X0 Uy, By Wi ), Xa (Uy By s W), Vg (U ), Xg 5 (U, 1),
Xop (Up,1p), Yopa) € AL (X, X5V, X, X, Yp) (20)

is satisfied.

It can be shown that the probability of error is arbitrarily small if
R, <1(X,:Yp [V, Xy, X, Xg) (21)
Also, source 2 tries to find W, , =W, in block b with arbitrarily small probability of error if

R < I(X;Yp [V, X, X5, XR) (22)
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Table I. Encoding Strategy

Block 1 Block 2 Block B+1 Block B+2

Vln (ul) V; (UZ) U Vg+1 (uB+1) Vg+2 (uB+2)
Xg,l(ul' Il) XS,Z(UZ’ IZ) XI:,B+1(UB+1’ IB+1 XP{,B+2 (uB+2’1)
Xln,l(ul’ Il’Wl,l) Xln,z(UZ’ I2’W1,2) Xln,B+l(uB+l’ IB+lle)(1n,B+2 (UB+2’171)
Xg,l(ul’ Il’WZ,l) X;,z(uz’ |2’W2,2) X;,B+l(uB+l’ IB+1"")2,B+2 (UB+2’1’1)
Xlg,l(ul’ll) XB,Z (UZ’IZ) XB,B+1(UB+1’IB+1 XB,B+2(UB+2’1)

Relay Terminal:
Encoding: After the transmission of block b is completed, the relay can estimate (W, ,,W,,) and send

Xpps1 (Upar 1) = \/Elng et (b)) + \/¢_2ng 21 (lpi) + \/%ng,bﬂ(ubﬂ) in block b+1, where Xg,
denotes the relay’s codeword associated to the backward direction and is equal to Xp, . ¢, i =1,2, and
¢, are scaling coefficients

Decoding: After the transmission of block b is completed, the relay has seen yg,b. The relay tries to

find (W, ,,W,,) such that,

(Xln,b (uy, 1y, Wl,b)’ X;,b Uy, 1y, Wz,b)’ Vp (Uy), Xg,b (uy, 1)),

Xg,b(ub’lb)v yg,b)eA;(XPXZ’V’XR’XD’YR) (23)

It can be shown that the relay can decode reliably if,

R < 1(X;YR IV, X,, X, Xp) (24)

R < 1(X,; Y5 |V, X, X, Xp) (25)

R +R, <1(X,, X,; Y5 |V, Xg, Xp) (26)
Sink Terminal:

The receiver can decode in backward decode technique. In block B+2, the receiver declares
Ug., = Ug,, if Ug,, = (Upg,U,5) = (Wyg,W,g) is the unique one that satisfies the typicality checks

in block B+2
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(X0 Tg.2.1.2), X5 (U5, 1,0), Xg (U.2,1),
Xpp (Ugi2:1), Yo i2) € AT (X, Xy, X, X5, Yp) (27)
In block B+1, the receiver already has the estimates for ug,, =lg,; =(l 5.1,5) = (W, 5, W,5), it
looks for the unique one Uy, = (U g,U,p4) = (W5, W,5,) that in block B+1 satisfies the
typicality checks in block B +1
(XL (g Teer 1) X3 (g Touns 1) XRp (g Igan),
X Tacnsl5.a). Yo o) € AT (X1 X5 X, X, Yo) (28)
In block B, the receiver already has the estimates for Ug,, =lg = (I, g4, 54) = (W g, Wy 4), it
looks for the unique one U, = (U, ,U,5) = (W, 5, W, ) thatin block B satisfies the typicality checks
in block B
(X7 (Ug 1g Wy )Xo (U0 lgy00 Wog ), Xe (U 1)y
Xpp (g1 1) Ype) € AL (X1, X5, X, X5, Yp) (29)
Continuing in this way, The receiver declares all u,,1<b < B+2, with arbitrarily small probability of

error if,
R +R, <1(X,, X,, Xz, X5:Yp) (30)
Therefore, from (21)-(30) the achievability is proved.

VI. THE GAUSSIAN CASE

In this section, we extend the obtained results in the previous section to the Gaussian case. The received

symbols at the relay and receiver nodes are defined by
Yo = X+ X, + X +2Z, (31)
Yo = X, + X, + Xz +2Z, (32)
We assume that all channel’s gains are unit. The Z, and Z, are independent additive white Gaussian

noises with zero mean and variance N, and N, at the relay and receiver, respectively. The channel

input sequences are subject to the following average power constraints

1 n
=Y E[X5,1<P, (33)
N1

1 n
=Y ElXa <Py (34)
N =
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Lfencin, i=12 @)
N ‘= '

We define suitably the Gaussian inputs and auxiliary random variables. Let
Xg ~ N, Pe) Xy ~ N, P, X, ~ N, P,), Xp ~ N, Ps), fo,l ~ N(O, a,R),

X » ~ N(0,a,P,), X, ~ N(O,&P), X, ~ NO,&P,), and V ~ N(0,1) . Where & =1-¢,,

I =1,2, . We generate random variables V, X, X, and X, according (18) and as following way:

— / /4 / V4
V = XRf + —XRf 36
P * a,P, ? (3

XR:\/IBPRV""/IBPPRXD’ 37)

X;= X i+ X, ,i=12 (38)
where ﬁ =1-p and 7_/:1—;/.
Theorem 3: An achievable rate region R oz _cyare fOr the Gaussian MARC with feedback from
receiver via two-way relay channel is given by following set,
U(R.R,):
I\Il N2
R2 < min (C((l—azy)Pz))’C((l—azy)PZ )) (40)
1 N2
_ P+P,+P,+2p,PP; +2p,,/P,P
R1+R2£m|n(C(1 2 TPRT 201\ PFR 20, 2R)’
N2
C((l_a17)|31+(1_a277)|32 —2.\Ja,a, 7P P, ) (41)

Nl
where the union is taken over the all joint distribution of the form (18). And, 0< p, = W <land
0<p, = W <1, are the correlation coefficients between x;' and X, with Xg , respectively.
Theorem 4: The capacity region Cq;_guarc Of Gaussian MARC with feedback from receiver via two-

way relay channel is contained in the following set,

UR:R,):

2
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|
C(R(A-p )(N— +N—)) (42)

P,+P,+2p,, PP,
R, <min (C(2—* P2 2R )

N,
1 1
C(P,(1- p)(—+— 43
(1= P2+ (43)
P+P,+P,+2p,RP, +2p,, PP
R, +R, < min (C( 1T T plN 1R T4P2\ R),
2
C((R+P—-po P -0 R)(—+-—)) (44)
Nl NZ
where the union is taken over P(Yp, Yr, X, X0, Xg, Xp) -
a) Proof of Theorem 3:
For the brevity, we prove only one of important terms.
R, +R, < I1(Xy, X,;Ys [V, X0, Xg) (45)
:h(YR |V’XD’XR)_h(YR | xl'XZ’V’xD’xR) (46)
=h(X;+X,+ X, +Z, |V, X, Xz)—-h(Z,) 47
=h(X,+X,+Z, |V, Xy, Xg)—h(Z)) (48)
(a)
=h(X,+X,+Z,|V,Xz)-h(Z,) (49)

where (a) follows from the independency of X,+X,+Z, from X, when V,6 X are given

(Markovity of (X, X,) = (V, Xz) = X,).

Let M be the covariance matrix of A= X, +X,+Z,,V and X; as follows.

[E[AT]  EIAX.] E[AV]]

>

E[X.A] |B[X2] BIX,V] {m“ mﬂ (50)
EVAl [EVX.] EV?]

such that sub-matrix M., is a two dimensional matrix and m,, is a row vector. Now, R +R, is

bounded as follows.



179 Bounds for Multiple-Access Relay Channels with Feedback Via Two-way Relay Channel

R, +R, <h(A| X.V)~h(Z,) (51)
< % log(27¢)* det(cov(A| X 5,V)) —%Iog 27eN, (52)
1 2 T T 1
< > Iog((27ze) det(m,, — m21M22m21))— > log27eN, (53)
_1 (-ay)P +(1-a,7)P, -2\ oy, )PP,
="log 1+ ) (54)
2 N,
b) Proof of Theorem 4:
For the brevity, we prove only one of important terms.
Ry < T(X3iYp Yo | X2, X, Xp) (55)
=h(Yg, Yo | X, X5) =h(Ye, Yy | Xg, X5, Xp) (56)
=h(X;+ X, + Xp+Z, X, + X, + Xg +2Z, | X,, Xg, Xp)—N(Z,,2Z,) (57)
=h(X;+2Zy, X, +Z,| Xy, Xg, Xp)—N(Z,,Z,) (58)
(a)
<h(X;+Z,X,+Z,| X;)-h(Z,,Z,) (59)

where (a) follows from the removing conditioning.

Let M be the covariance matrix of A= X, +Z,, B= X, +Z, and X; as follows,

E[A?] B[AB] E[AX,]|
E[BA] B[B?] EB[BX,]

| >

E[X.A] E[X.B] ‘E[Xé]

_ |:M11 mll} (60)

such that sub-matrix M, is a two dimensional matrix and m,, is a row vector. Now, R, is bounded as

follows.
ngh(AaBl XR)_h(Zl’ZZ) (61)
< % log(27e)” det(cov(A, B | X)) —%Iog(Z;ze)z det(cov(Z,,Z,)) (62)
<5 logl(2)* det(tt, ~mimEm,,))- 2 log2e)* (N.N,) 63)
_1 o1 1
= Elog(u AP NZ)] (64)
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25
4 < Rate region for GMARC with relay feedback
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VII.  NUMERICAL RESULT

With numerical results, the inner bound in (39)-(41) and outer bound in (42)-(44) for
P _P P _ P _P N . i
—Ll=_2=_1=_2=_R =1 are calculated and shown in Fig. 5. Our rate region for the Gaussian
Nl Nl N2 N2 N2
MARC with feedback from receiver via two-way relay channel are compared with rate in proposition 2
P _P PP P
for L=-2=_1=_2=-_R=9 gnd -L=-2=30,—1=-—2=1 and —R =10 (the same
Nl Nl N2 N2 NZ Nl Nl N2 N2 NZ
SNR’s with [5]). These two comparing are depicted in Fig. 6 and 7. As it can be clearly seen, these two
regions are accreted with each other; because, in both works relay uses decode and forward strategy and

knows whatever receiver decodes.
VIIl. CONCLUSION

We established an achievable rate region and an outer bound for the multiple access relay
channels with receiver-source feedback via two-way relay channel and we extend these results to the
Gaussian cases. Our achievable rate region is the same numerically in comparison with relay-source
feedback.
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