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Abstract— In this study, we introduce a new two-way relay channel and 

obtain an inner bound and an outer bound for the discrete and 

memoryless multiple access relay channels with receiver-source feedback 

via two-way relay channel in which end nodes exchange signals by a relay 

node. And we extend these results to the Gaussian case. By numerical 

computing, we show that our inner bound is the same with one obtained 

by Hou-Koetter-Kramer, for the channel with relay-source feedback. 
  

Index Terms— multiple access relay channel; two-way relay channel; block Markov 

coding.  

 

I. INTRODUCTION 

Wide using of relay in wireless networks is for its ability to support multiple nodes 

simultaneously. In many networks such as local area wireless networks/wide area wireless networks, 

wireless sensor networks, military and monitoring applications where the performance of networks 

depends on the performance and lifetime of the most connected nodes, the relay node can improve the 

performance of nodes that transmit data [1].  

 In [2], multiple access relay channel (MARC) is introduced, where some nodes (sources) 

communicate with one destination with the help of a relay node (Fig. 1). Gaarder and Wolf [3] have 

demonstrated that it is possible to increase the capacity region of a discrete memoryless channel through 

the use of feedback. In [4], an achievable rate for the discrete memoryless relay channel with receiver-

transmitter feedback was proposed. In [5], the inner and outer bounds for multiple access relay channels 

with relay-source feedback were obtained and was showed that feedback in MARC increase the 

achievable rate region. 

 In two-way communication two parties send information to each other. The two-way channel 

was first introduced by Shannon [6], who derived inner and outer bounds on the capacity region of 

discrete and memoryless channel. Nowadays, there has been an increasing research efforts on two-way 

relay channel (TWRC) from  both  academic  and  industrial communities [7]-[11]. In  [12],  
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Fig. 1 A N-source multiple access relay channel [5]. 

 

achievable rate regions for the TWRC in different strategies were obtained in which two nodes 

communicate simultaneously in both directions with the help of one relay.  

 

II. CHANNEL DEFINITIONS AND MAIN RESULTS  

 

A. Two-way (in the sense of shannon) relay channel 

We consider a two way relay channel with four nodes as Fig. 2 and suppose all nodes are full-

duplex. Node 1T  and 2T  want to exchange messages with node 4T  in direct path via node 3T  as a relay 

that has no own messages to transmit. 

11 W , 22 W  and 44 W  are transmitted messages from terminal 1T , terminal 2T  

and terminal 4T , respectively. tiX ,  and tiY , , },{1,2,{1,2,3,4}, nti  , are channel inputs 

and outputs, respectively. We assume a time invariant and memoryless two-way relay channel which is 

defined by conditional channel distribution ),,,|,,,( 43214321 xxxxyyyyP , where iX  and iY  

1,2,3,4)=(i  are random variables representing the respective channel inputs and outputs. 

In our work, transmitted symbols of terminals 1T  and 2T  are functions of their messages and 

their past channel outputs but transmit symbol of terminal 4T  is a function of its channel output where 

in our work, it is an identity function. The transmitted symbol from terminal 3T  is a function of its past 

channel output. In forward direction, terminals 1T  and 2T  send signals to terminal 4T  via terminal 3T , 

and in backward direction 4T  sends signal to terminals 1T  and 2T  via terminal 3T  simultaneously.  
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Fig. 2. Two-way relay channel with four nodes. 

    

 
   

Fig. 3.  2-source multiple-access relay channel with feedback between receiver-source via two-way relay channel. 
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III. MARC WITH FEEDBACK 

We study the two-source MARC with receiver-source feedback via two-way relay channel as 

shown in Fig. 3. A )),,2(2 21 n
nRnR

 code, for two-source MARC with feedback from the receiver 

consists of two sets of integers ]2:[1 1
1

nR
w   and ]2:[1 2

2

nR
w  , called the message sets; three 

encoding functions (according to (1),(2) and (4)),  
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Df 111 ),(:                  (5) 

  nn

Df 222 ),(:                  (6) 

  n

D

n

DDf  :                (7) 

 a set of relay functions 
n

ttf 1=}{  such that (according to (3))  

  ,1},{= 1

, ntYfX t

RttR 
              (8) 

 and a decoding function,  

  21:  n

Dg                 (9) 

The index 1w  is chosen uniformly distributed over ]2:[1 1
nR

 and corresponding codeword is 

sent over the channel by sender 1. Another sender does likewise. Relay helps the receiver with decoding 

and forwarding of sending information. We define the average probability of error for the 

)),,2((2 21 n
nRnR

 code as follows  

  

 ]..),(|),()([
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1
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1
(

)
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(

)( sentbeenhaswwwwYgPrP n

D
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RRn
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e  
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


       (10) 

 

A rate ),( 21 RR  is said to be achievable for the multiple-access relay channel with feedback 

from receiver via two-way relay channel if there exists a sequence of )),,2((2 21 n
nRnR

 code with 

0)( n

eP . 

a) Previous Related Work Results: 

Proposition 1 The achievable rate region for the MARC with relay-source feedback, established in [5], 

is given by:  
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 where the union is taken over  

 )|()|()|()(=),,,,,( 2121 uxpuxpuxpupyyxxxup RDRR  

         ),,|,( 21 xxxyyp RDR        (11) 

  

 

 Proposition 2 The achievable rate region for the Gaussian MARC with relay-source feedback, 

established in [5], is given by:  
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 where )(1log0.5=)(
2

xxC  .  

IV. MAIN THEOREMS 

Theorem 1: The capacity region MARCFB  of MARC with feedback from receiver via two-way relay 

channel is contained in the following set, 

:),{( 21 RR   

   ,,,|,;{min 211 RDDR XXXYYXIR   

      },|;, 21 XXYXXI DDR          (12) 

   ,,,|,;{min 122 RDDR XXXYYXIR   

      },|;, 12 XXYXXI DDR          (13) 

   ,,|,;,{min 2121 RDDR XXYYXXIRR   

      }}|;,, 21 DDR XYXXXI          (14) 

 where the union is taken over ),,,,,( 21 DRRD xxxxyyp . 

 

Theorem 2: An achievable rate region MARCFB  for the MARC with feedback from receiver via two-

way relay channel is given by following set, 

:),{( 21 RR   

   ,,,,|;{min 211 RDR XXXVYXIR   

      },,,|; 21 XXXVYXI DRD           (15) 

   ,,,,|;{min 122 RDR XXXVYXIR   

      },,,|; 12 XXXVYXI DRD           (16) 

   ,,,|;,{min 2121 RDR XXVYXXIRR   

      }};,,, 21 DDR YXXXXI                      (17) 

 
 where the union is taken over the all joint distribution of the following form,  

),|(),|()(=),,,,,,( 2121 RRDRRD xvxpxvxpvpxxxxyyvp  

    ),,,|,(),,,|()|( 2121 DRRDRDR xxxxyypxxxvxpvxp                  (18) 
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Fig. 4. Illustration of cut sets for MARC [1]. 

 

V. PROOF OF MAIN RESULTS 

 

A. Proof of Theorem 1: 

Theorem 1 is a special case of the cut-set bound [13] (Fig. 4). The details of proof are 

omitted for the brevity. 

 

 

B. Proof of Theorem 2:  

We consider B blocks, each of n symbols. We use superposition block Markov coding. A sequence of B 

messages },{1,2,,2,1, Biww ii   will be sent over the channel in nB transmissions. In each n-

block, 2,,1,2,= Bb   we use the same set of codebooks:  

 )},,,(),(),,,(),,,(),,({= 21 mkluxuvmluxkluxluxC n

D

nnnn

R  

 ]2:[1]2:[1],2:[1]2:[1]2:[1],2:[1 212121
nRnRnRnRnRnR

ulmk         (19) 

Random codebook generation: First fix a choice of 

),,,|()|(),|(),|()( 2121 RDRRR xxxvxpvxpxvxpxvxpvp .  

    1. Generate 
)

21
(

2
RRn 

 independent identically distributed n -sequences 
nv , each drawn according to 

)(=)(
1= t

n

t

n vpvp   . Index them as ]2:[1]2:[1),(=),( 21
21

nRnRn uuuuv  .  

    2. For each )(uvn
, generate 

)
21

(
2

RRn 
 conditionally independent n -sequences 

n

Rx  with 

)).(|(=))(|( ,1=
uvxpuvxp ttR

n

t

nn

R   Index them as ]2:[1]2:[1),(=),,( 21
21

nRnRn

R llllux  .  
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    3.  For each ))(),,(( uvlux nn

R , generate 12
nR

 conditionally independent n -sequences 
nx1  drawn 

according to )).(),,(|(=))(),,(|( ,1,1=1 uvluxxpuvluxxP ttRt

n

t

nn

R

n

  Index them as 

]2:[1),,,( 1
1

nRn kklux  .  

    4.  For each ))(),,(( uvlux nn

R , generate 22
nR

 conditionally independent n -sequences 
nx2  drawn 

according to )).(),,(|(=))(),,(|( ,2,1=2 uvluxxpuvluxxP ttRt

n

t

nn

R

n

  Index them as 

]2:[1),,,( 2
2

nRn mmlux  .  

    5.  For each )),,(),,,(( 21 mluxklux nn
, choose an 

n

Dx  drawn according to 

)).,,(),,,(|(=)),,(),,,(|( 2,1,,1=21 mluxkluxxpmluxkluxxP tttD

n

t

nnn

D   Index them as ),,,( mkluxn

D .  

 Encoding, Decoding and Error Analaysis: Encoding is performed in 2B  blocks, The coding strategy 

is shown in Table I. In Table I, ),(=),(= 22,21,22,21,  bbbbb wwuuu  and 

),(=),(= 12,11,12,11,  bbbbb wwlll . 

Source Terminals:  

The messages are split into B equally sized blocks Bbww bb ,1,2,=,, 2,1,  . In block 

2,1,2,= Bb  , the sender i  , 1,2=i , transmits ),()(=),,( ,,,,1,, bib

n

biib

n

biRfibbb

n

bi wuxlxwlux    

where 
n

Rfx  denotes the relay’s codeword associated to the forward direction. i  and i  are scaling 

coefficients and 1==== 2,1,,01,  BiBiii wwww . And the receiver send ),,,( 2,1,, bbbb

n

bD wwlux  in 

backward direction. 

Let 
n

bDY 1,   be the observed symbol at sources in block b, source 1 tries to find bb ww 2,2, =~  in block b 

such that’  

 ),,(),(),~,,(),,,(( ,2,2,1,1, bb

n

bRb

n

bbbb

n

bbbb

n

b luxuvwluxwlux  

     ),,,,,()),,( 211,, DDR

nn

bDbb

n

bD YXXVXXAylux        (20) 

 is satisfied. 

It can be shown that the probability of error is arbitrarily small if 

 ),,,|;( 122 RDD XXXVYXIR              (21) 

 Also, source 2 tries to find bb ww 1,1, =~  in block b with arbitrarily small probability of error if  

 ),,,|;( 211 RDD XXXVYXIR              (22) 
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Table I. Encoding Strategy 

 

Block 1 Block 2    Block B+1 Block B+2 

)( 11 uvn  )( 22 uvn    )( 11  B

n

B uv  )( 22  B

n

B uv  

),( 11,1 luxn

R  ),( 22,2 luxn

R    ),( 111,  BB

n

BR lux

 

,1)( 22,  B

n

BR ux  

),,( 1,1111,1 wluxn
 ),,( 1,2221,2 wluxn

   ,1),( 1111,  BB

n

B lux

 

,1,1)( 221,  B

n

B ux

 

),,( 2,1112,1 wluxn
 ),,( 2,2222,2 wluxn

   ,1),( 1112,  BB

n

B lux

 

,1,1)( 222,  B

n

B ux

 

),( 11,1 luxn

D  ),( 22,2 luxn

D    ),( 111,  BB

n

BD lux

 

,1)( 22,  B

n

BD ux  

 

 Relay Terminal:  

Encoding: After the transmission of block b is completed, the relay can estimate )~,~( 2,1, bb ww  and send 

)()()(=),( 11,11,2,211,1,1111,   b

n

bRbDb

n

bRfb

n

bRfbb

n

bR uxlxlxlux   in block b+1, where 
n

Rbx  

denotes the relay’s codeword associated to the backward direction and is equal to 
n

Dbx . i , 1,2,=i  and 

D  are scaling coefficients 

Decoding: After the transmission of block b is completed, the relay has seen 
n

bRy , . The relay tries to 

find )~,~( 2,1, bb ww  such that,  

 ),,(),(),~,,(),~,,(( ,2,2,1,1, bb

n

bRb

n

bbbb

n

bbbb

n

b luxuvwluxwlux  

    ),,,,,()),,( 21,, RDR

nn

bRbb

n

bD YXXVXXAylux                (23) 

 

It can be shown that the relay can decode reliably if,  

 ),,,|;( 211 DRR XXXVYXIR              (24) 

 ),,,|;( 121 DRR XXXVYXIR              (25) 

 ),,|;,( 2121 DRR XXVYXXIRR              (26) 

 Sink Terminal:  

The receiver can decode in backward decode technique. In block 2B , the receiver declares 

22 =~
 BB uu  if )~,~(=)~,~(=~

,2,1,2,12 BBBBB wwuuu   is the unique one that satisfies the typicality checks 

in block 2B   
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 ,1),~(,1,1),~(,1,1),~(( 2,22,21,  B

n
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n

bB

n

b uxuxux  

    ),,,,(),1),~( 212,2, DDR

nn

BDB
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bD YXXXXAyux         (27) 

 In block 1B , the receiver already has the estimates for ),(=),(== 2,1,2,1,12 BBBBBB wwlllu  , it 

looks for the unique one )~,~(=)~,~(=~
12,11,12,11,1  BBBBB wwuuu  that in block 1B  satisfies the 

typicality checks in block 1B   

 ),,~(,1),,~(,1),,~(( 11,112,111,  BB

n

bRBB

n

bBB

n

b luxluxlux  

     ),,,,()),,~( 211,11, DDR

nn

BDBB

n

bD YXXXXAylux           (28) 

 In block B , the receiver already has the estimates for ),(=),(== 12,11,12,11,1  BBBBBB wwlllu , it 

looks for the unique one )~,~(=)~,~(=~
2,1,2,1, BBBBB wwuuu  that in block B  satisfies the typicality checks 

in block B   

 ),,~(),,,~(),,,~(( 11,2,112,1,1,  BB

n

bRBBB

n

bBBB

n

b luxwluxwlux  

    ),,,,()),,~( 21,11, DDR

nn

BDBB

n

bD YXXXXAylux         (29) 

 Continuing in this way, The receiver declares all 2<<,1 Bbub , with arbitrarily small probability of 

error if,  

   );,,,( 2121 DDR YXXXXIRR            (30) 

Therefore, from (21)-(30) the achievability is proved.  

 

VI. THE GAUSSIAN CASE 

In this section, we extend the obtained results in the previous section to the Gaussian case. The received 

symbols at the relay and receiver nodes are defined by  

   121= ZXXXY DR                 (31) 

   221= ZXXXY RD              (32) 

 We assume that all channel’s gains are unit. The 1Z  and 2Z  are independent additive white Gaussian 

noises with zero mean and variance 1N  and 2N  at the relay and receiver, respectively. The channel 

input sequences are subject to the following average power constraints  

   DtD

n

t

PXE
n

 ][
1 2

,

1=

             (33) 

   RtR

n

t

PXE
n

 ][
1 2

,

1=

             (34) 
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 We define suitably the Gaussian inputs and auxiliary random variables. Let 

),(0,),(0,),(0,),(0,),(0, 11,12211 PXPXPXPXPX RfDDRR     

),(0,ˆ),(0,ˆ),(0, 21211122,2 PXPXPX Rf     and (0,1)V . Where ii  1= , 

1,2,=i . We generate random variables 1,, XXV R  and 2X  according (18) and as following way:  

,2
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= RfRf X
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


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
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P

P
VPX


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1,2=,ˆ= , iXXX iiRfi              (38) 

where  1=  and  1= . 

Theorem 3: An achievable rate region GMARCFB  for the Gaussian MARC with feedback from 

receiver via two-way relay channel is given by following set, 

:),( 21 RR    

   ))
)(1

(),
)(1

((min
2

11

1

11
1

N

P
C

N

P
CR

 
           (39) 

   ))
)(1

(),
))(1

((min
2

22

1

22
2

N

P
C

N

P
CR

 
           (40) 

  ),
22

((min
2

221121

21
N

PPPPPPP
CRR

RRR  
  

     ))
2)(1)(1

(
1

21212211

N

PPPP
C

 
       (41) 

 where the union is taken over the all joint distribution of the form (18). And, 1=0 11    and 

1=0 22   , are the correlation coefficients between 
nx1  and 

nx2  with 
n

Rx , respectively.  

Theorem 4: The capacity region GMARCFB  of Gaussian MARC with feedback from receiver via two-

way relay channel is contained in the following set, 

:),( 21 RR    
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 where the union is taken over ),,,,,( 21 DRRD xxxxyyp . 

a) Proof of Theorem 3: 

 For the brevity, we prove only one of important terms.   

 RDR XXVYXXIRR ,,|;, 2121              (45) 

   ),,,,|(),,|(= 21 RDRRDR XXVXXYhXXVYh           (46) 
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 where )(a  follows from the independency of 121 ZXX   from DX  when RXV ,  are given 

(Markovity of DR XXVXX  ),(),( 21 ). 

 

Let   be the covariance matrix of 121= ZXXA  , V  and RX  as follows.  

                      


































2221

2111

2

2

2

=

][][

][][

][

][

][][][

=











m

mm

VVX

VXX

VA

AX

AVAXA

T

R

RRR

R

             (50) 

 such that sub-matrix 22  is a two dimensional matrix and 21m  is a row vector. Now, 21 RR   is 

bounded as follows.   
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b)  Proof of Theorem 4:  

For the brevity, we prove only one of important terms.   
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 where )(a  follows from the removing conditioning. 

Let   be the covariance matrix of 11= ZXA  , 21= ZXB   and RX  as follows, 
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 such that sub-matrix 11  is a two dimensional matrix and 21m  is a row vector. Now, 1R  is bounded as 

follows.   

        ),()|,( 211 ZZhXBAhR R              (61) 

  )),((det)(2log
2

1
))|,((det)(2log

2

1
21

22 ZZcoveXBAcove R          (62) 

    )()(2log
2

1
)(det)(2log

2

1
21

2

21222111

2 NNemmme TT           (63) 

  







 )

11
)((11log

2

1
=

21

2

11
NN

P                        (64) 



Journal of Communication Engineering, Vol. 2, No. 3, Summer 2013  180 

 

  

 

  

 

Fig. 5. Inner and outer bound for the AWGN MARC with feedback from the receiver via two-way relay channel with 
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Fig. 6.  Rate region for the AWGN MARC with feedback from the receiver and from the relay with 
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Fig.7.  Rate region for the AWGN MARC with feedback from the receiver and from the relay with 
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VII.    NUMERICAL RESULT 

With numerical results, the inner bound in (39)-(41) and outer bound in (42)-(44) for 
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P R  are calculated and shown in Fig. 5. Our rate region for the Gaussian 

MARC with feedback from receiver via two-way relay channel are compared with rate in proposition 2  
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SNR’s with [5]). These two comparing are depicted in Fig. 6 and 7. As it can be clearly seen, these two 

regions are accreted with each other; because, in both works relay uses decode and forward strategy and 

knows whatever receiver decodes.  

VIII.   CONCLUSION 

 
 We established an achievable rate region and an outer bound for the multiple access relay 

channels with receiver-source feedback via two-way relay channel and we extend these results to the 

Gaussian cases. Our achievable rate region is the same numerically in comparison with relay-source 

feedback. 
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